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Routes via AS A and via AS B to AS C and AS D are equally preferred
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Unbeknownst to AS X Routes via AS B have much lower delay 
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RouteScout measures delay by measuring the difference between SYN-ACK
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RouteScout is a modern answer to the old 
problem of performance-aware Internet routing. 

RouteScout is a closed-loop control system with 
hardware and software components that 
leverages programmable data planes.

RouteScout’s data plane fits in today’s devices 
while its control plane runs in sub-second 
operating times.
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