Abstract
Fine-grained monitoring is crucial for multiple data-driven tasks such as debugging, provisioning, and securing networks. Yet, practical constraints in collecting, extracting, and storing data often force operators to use coarse-grained sampled monitoring, degrading the performance of the various tasks. In this work, we explore the feasibility of leveraging the correlations among coarse-grained time series to impute their fine-grained counterparts in software. We present Zoom2Net, a transformer-based model for network imputation that incorporates domain knowledge through operational and measurement constraints, ensuring that the imputed network telemetry time series are not only realistic but align with existing measurements. This approach enhances the capabilities of current monitoring infrastructures, allowing operators to gain more insights into system behaviors without the need for hardware upgrades. We evaluate Zoom2Net on four diverse datasets (e.g., cloud telemetry and Internet data transfer) and use cases (e.g., bursts analysis and traffic classification). We demonstrate that Zoom2Net consistently achieves high imputation accuracy with a zoom-in factor of up to 100 and performs better on downstream tasks compared to baselines by an average of 38%.
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1 Introduction
Imagine a large datacenter operator tasked with pinpointing the root cause of an instance of packet drops occurring on a network switch. They speculate on several potential issues, such as buffer shortage, bursty traffic, misconfiguration, or potential hardware problems. To identify the actual cause, the operator examines different monitored signals, including active end-to-end latency, packet counts, and queue lengths. However, they quickly realize that the collection interval of these measurements is not fine-grained enough to provide the necessary insights. This is a typical problem as very fine-grained monitoring is hindered by hardware limitations or cost factors. In theory, the operator could request the collection of more fine-grained queue-length data from all devices and wait for the next instances of packet drops to identify the root cause.

As collecting more fine-grained telemetry will be time-consuming and even infeasible for some devices, the operator would most likely end up looking back at the existing coarse-grained measurements, trying to piece together likely scenarios in their mind. This involves speculating about concrete scenarios, mentally constructing a finer-grained version of the measured signals, and aligning these speculations with the actual measurements they have. For instance, if there were spikes in end-to-end latency measurements of distinct queues before the spurious drops, the operator might speculate that multiple queues’ lengths were consistently high, which allowed the random sampling to ‘catch’ multiple high values, then those consistently high queues could have filled the switch buffer, leading to drops. This reasoning is feasible due to the underlying correlations between various network signals (e.g., end-to-end delay, queue lengths, drops), which the operator understands and could use to make informed inferences (guesses) about the events that occurred.

While intuitive in this example, conceptualizing various signals and filling the gaps in monitoring generally is extremely challenging even for seasoned operators. The challenge lies in accurately identifying, utilizing, and making sense of the correlations among various signals. Additionally, the sheer breadth of the potential search space adds to the complexity, making both manual and automated reasoning methods unscalable. Still, the scenario raises a question: can we design a system that automatically analyzes multiple correlated, coarse-grained network signals to recover a more detailed picture of the network? Doing so would allow operators to maximize the value of their existing monitoring infrastructure, indirectly improving multiple management tasks with no hardware investment.

We introduce Zoom2Net, a system that imputes fine-grained network monitoring data from multiple coarse-grained ones. This is possible because the various sampled (coarse-grained) time series not only constrain their own imputed versions (imputed signals need to be consistent with the measurements) but also impose constraints on the imputed versions of each other. For instance, coarse-grained queue-length samples constrain the imputed, more fine-grained queue lengths, and these, in turn, are also constrained by the packet counts (as a queue requires a sufficient number of packets to be received to form). While Zoom2Net addresses an inherently under-constrained problem, we observe that there are additional correlations among measured time series that further narrow down potential outputs, often associated with traffic patterns or challenging-to-formulate correlations. Under these correlations, certain scenarios are more likely to occur repeatedly, contributing to a more predictable aspect of the problem. Zoom2Net can train on a small set of fine-grained data generated from an expensive on-demand monitoring tool (or packet trace) and then be used to improve the granularity of always-on monitoring infrastructure.
At first glance, Zoom2Net resembles super-resolution, which recovers high-resolution images from their low-resolution counterparts using deep learning: a concept extensively explored in the literature [20, 36, 47, 48, 53, 54]. Similarly to images where there are correlations within the RGB values and across adjacent pixels allowing the imputation tasks, network signals are often correlated. Some correlations can be expressed as mathematical equations or limits, while others manifest as hidden patterns.

Despite the rich literature, off-the-shelf ML models [14] prove inadequate for Zoom2Net. Network telemetry imputation demands not only realism but also consistency with existing measurements and adherence to known principles, a requirement often neglected by general ML models. Unlike typical super-resolution tasks, which prioritize visually appealing outputs, network imputation necessitates recovered fine-grained time series to (i) closely resemble ground truth; and (ii) produce the original coarse-grained time series if sampled with the same sampling process. Integrating this kind of domain knowledge into ML models is complex: designed to learn from data, ML models cannot easily ingest traditional knowledge, such as rules and relationships. As a result, there is no standard way of doing so. Moreover, defining the success criteria for network imputation proves challenging. Commonly used metrics like mean-square error (MSE) can penalize outputs that are practically equivalent, such as temporally shifted bursts. Even more complex is the scenario where the same coarse-grained data corresponds to multiple fine-grained possibilities in the training set (ambiguity), potentially hindering the ML model’s effective training.

Instead of solely relying on data for training, Zoom2Net incorporates different sources of knowledge to generate not only realistic but accurate fine-grained time series using two specific methods. First, utilizing a transformer model [46] at its core, Zoom2Net employs a knowledge-augmented loss function that embeds both operational and measurement constraints, guiding the transformer to learn both correlations and properties. Second, Zoom2Net enforces the constraints that the transformer failed to satisfy by using a constraint enforcement module to correct its output post-imputation.

To manage the inherent ambiguities in data, which tend to increase as the zoom-in factor (the ratio between coarse and fine granularity) becomes more pronounced, we have modified our strategy. Instead of aiming for precise, point-to-point accuracy regardless of the zoom-in factor, we train Zoom2Net to generate outputs that are, at least, plausible and consistent with measurements. This change not only improves the efficiency of the training process but also leads to more practical and useful outputs in real-world applications.

We evaluate Zoom2Net across synthetic and real-world datasets and compare its performance to both statistics and learning-based methods. We find Zoom2Net achieves: (i) consistently high imputation accuracy with a zoom-in factor of up to 100; (ii) 38% better performance in downstream tasks compared to baselines; and (iii) demonstrates its ability to apply learned correlations to scenarios unseen during training.

This work builds on our previous position paper [27] that outlined the potential of combining formal methods with machine learning for networking. This work does not raise any ethical issues.

2 Motivation and limitations of existing work

In this section, we discuss motivating scenarios where fine-grained telemetry is required after the fact. Next, we explain why existing solutions are unlikely to help.

2.1 Use cases and requirements

Post-Mortem Analysis. In the aftermath of a volumetric attack, network operators leverage monitoring to analyze the event. This data helps in revealing the attack’s impact across the network, pinpointing vulnerable zones, and assessing the defense mechanisms’ performance under real stress. Insights gained from this analysis are crucial for strengthening the network’s resilience against future attacks. They can guide adjustments in security policies, firewall rules, and even the deployment of advanced intrusion detection systems that can better handle sudden surges in traffic. While vital, the collection and storage of every potential signal at the finest level of granularity continuously is impractical. Thus, having a way to zoom into a particular signal that is being monitored after the fact is extremely useful.

Intuitively, a learning approach is unlikely to generate novel data patterns corresponding to a new attack. Yet, in the context of network behavior, individual monitoring signals may not deviate significantly from normal patterns. In other words, a novel or rare attack could manifest as an escalation in the frequency of regular incidents, or it may be the result of a specific sequence and combination of routine occurrences that serve the attacker’s objectives rather than a set of anomalous or unforeseen behaviors on each signal. Hence, a learning approach can, in fact, zoom into the incident. For example, consider a shrew attack [33] consisting of periodic bursts that disrupt TCP. Such malicious behavior can only be revealed by fine-grained queue lengths, which can be recovered as individual bursts are regular incidents.

Diagnostic Troubleshooting. To identify the root cause of an alert or client’s complaint, network operators need to check various monitored signals potentially on multiple devices and try to identify anomalies or deviations from normal operations. Note that these anomalies could only be visible when the monitoring interval is adequately small, while the exact signals of interest are not necessarily known. For instance, dropped packets in a flow caused by bursts can only be observed with millisecond granularity measurements on all devices on each of the paths through which a flow could have been forwarded. Thus, fine-grained and general monitoring is critical for prompt and precise troubleshooting and, thus, faster resolution of network issues. We evaluate this use case in §6.2.

Network resource planning. To plan for capacity increases, on-device memory provisioning, topology design, peering agreements, and many other resources, an operator needs detailed insights into the network’s usage patterns and demands over long periods of time. Fine-grained monitoring of various signals would help to avoid both under-provisioning, which can lead to congestion and performance issues, and over-provisioning, which can be costly and inefficient. On the one hand, collecting and storing all possible monitoring data for long periods to satisfy future operators’ demands is wasteful, given the data volume. On the other hand, predicting signals of interest and their required granularity is impractical given the technological advancements and evolving application demands. For example, an
operator might need to decide on the buffer size to provision on network devices, for which they would need to see historical data on the aggregate occupancy of the buffer in quantity (percentage of buffer occupied) and in quality (stably long queues or bursty traffic) [6, 7]. Yet, the data might have been collected at a time when buffer size was not a limiting resource, hence not a signal of interest, or at a time when the latency of milliseconds was acceptable; hence, higher granularity seemed unnecessary. In such cases, having a way to zoom into signals would be a great software alternative. We evaluate this use case in §6.2, and §6.3.

Dataset imputation. To protect their networks from attacks, load balance traffic, or debug issues, operators often use machine learning. To train their models, the operators will turn the initial packet traces into a series of features [21]. Oftentimes, the raw traces are deleted after the features have been calculated to reduce the risks of a data breach or to save space. The features are stored and/or shared. While convenient, this solution prevents the operators from going back to the raw trace and calculating new features that they conjecture might be useful for their operation. Of course, they might be able to collect new traces if they own the infrastructure, but that would be time-consuming and might hurt performance (e.g., if the previous dataset happened to contain attacks or infrequent scenarios). In other words, many datasets today can be seen as coarse-grained representations of raw data, retrieving which would allow for easier experimentation. In this case, having a way to ‘zoom into’ features to see the raw dataset would be very useful. While this use case may deviate from our core goals, we see encouraging results in §6.4; after all, feature engineering on network traces is a form of sampling.

2.2 Limitations of existing works

In various use cases, a recurring theme is the need for techniques that gather telemetry data to meet three specific requirements: (i) generality: the technique should be applicable to many different types of telemetry. This is critical as operators are often uncertain about signals of interest a priori; (ii) fine granularity: telemetry should be collected frequently enough to facilitate the detection of short-timescale changes (e.g., bursts); and (iii) cost efficiency: the processing, memory and storage needed for telemetry should be low and amenable to be deployed on commodity hardware. Next, we summarize why existing monitoring solutions failed to fulfill these requirements.

Traffic mirroring: Mirroring traffic from routers to collectors [42, 45] using specialized hardware can satisfy granularity and generality as they may allow an operator to run custom queries at any granularity. However, this does not meet cost efficiency as traffic volumes increase; e.g., mirroring requires significant bandwidth and processing, and custom hardware may become too expensive.

Sampling & Network Tomography: Packet sampling approaches (e.g., SNMP, sFlow) can reduce costs. Unfortunately, polling counters is resource intensive and hence typically done at a coarse timescale, e.g., minutes. Thus, it is not fine-grained and cannot be used to detect microbursts [44]. Network tomography can make more out of the collected data, not by increasing the granularity but by inferring unmeasured metrics (e.g., latencies of sub-paths). Both traditional and more advanced network tomography [24] only work on linear relations between signals and known network topology, lacking generalization.

Programmable switch & eBPF: Recent developments in programmable switches have enabled different methods of collecting network telemetry. In-band network telemetry (INT) is a technique that embeds fine-grained and accurate telemetry in each packet. While effective, INT generates a substantial amount of data, leading to high memory and bandwidth usage, thus, is not cost-efficient. Lighter versions of INT [10, 34, 41] still require homogeneous programmable hardware and generate a large amount of data. Customized algorithms such as sketches offer a cost-efficient approach to generating fine-grained telemetry. However, these algorithms are typically designed for specific tasks at design time (e.g., heavy-hitter detection [16, 38], latency monitoring [8, 11, 43]) or identifying culprits [15, 37], lack generalization across tasks, and often generate huge amounts of data that are hard to extract from the device and store. Even highly optimized solutions using eBPF often fall into scalability walls. For instance, to reduce its memory and CPU usage, Millisampler [25] can only monitor and collect fine-grained telemetry for a short period (e.g., 20 seconds), potentially missing the most critical events.

3 Overview

Traditional monitoring techniques fall short in one or more of the requirements (cost-efficiency, fine granularity, and generality) in §2.2. Our overarching goal is to develop a framework that can fulfill these requirements in software through network telemetry imputation. We formulate the problem and then explain the challenges and insights that drove our design.

3.1 Network imputation

Consider a physical networked system that is described by a set of fine-grained raw time series $T_r = \{T^1_r, T^2_r, ..., T^n_r \}$. A monitoring infrastructure senses the physical system using a known sampling/coarsening function $S$, and outputs $T^s_1 = S(T^1_r)$. For instance, $S$ could sample a single value out of every $N$ values in $T^1_r$, or it could output the average/maximum for every window. In total, the output of the sampling function is a set of coarse-grained time series $T_s = \{T^1_s, T^2_s, ..., T^n_s \}$. We illustrate this in Fig. 1. We aim to recover (impute) an approximate $T^r_s$: $T^r_s$, which, if given as input to the various management tasks, can improve their performance compared to if their input was from $T^s_1$. This process is illustrated in Fig. 2. $T^r_s$ is
3.2 Challenges and Insights

We describe the challenges and insights, through a running example of a network switch.\(^1\) Monitoring queue lengths at fine granularity could benefit network management tasks, including finding the root cause of packet drops and network planning. For this example, we consider fine-grained queue lengths to be of 1ms granularity and coarse-grained 50ms.

**Challenge 1: A single coarse-grained time series is often ambiguous, making imputation impossible.** The network imputation problem is, by nature, under-constrained: multiple versions of fine-grained time series, when sampled e.g., below the Nyquist rate, can produce identical coarse-grained time series. As a result, it is fundamentally difficult (if not impossible) to reconstruct the correct fine-grained version.

We show an example in Fig. 3a, where we plot the queue length of two queues at fine-grained intervals (at 1ms). Queue 1 has multiple short bursts while queue 2 has a constantly high queue length. While the queues display distinct patterns, applying reasonable monitoring tools such as LANZ [1], which outputs the maximum queue length at every interval (50ms in this case), results in identical coarse-grained time series. This is problematic for an operator observing only the coarse-grained version, as these different queue patterns neccessitate varied approaches for resolution. For instance, a consistently high queue, such as queue 2 (orange), may require adjustments in congestion control or the adoption of an Active Queue Management (AQM) system. Conversely, a bursty queue pattern, such as queue 1 (blue), suggests the presence of a bursty application, calling for a strategy like pacing for effective management.

**Insight: Leveraging multiple time series can often resolve the ambiguity.** Relying solely on a single coarse-grained queue monitoring time series may not suffice to impute fine-grained queue length. Still, integrating additional time series can provide the necessary clarity. Specifically, the two queues in Fig. 3a naturally exhibit significantly different patterns in terms of packet counts and drop counts which are also typically monitored e.g., by SNMP [22]. We can observe this in the normalized Packet drop and Packet sent columns of Table 3b. Thus, by examining SNMP-like data covering the same time interval, we can discern distinct traffic profiles for these two queues. In other words, because queue lengths, packet counts and drop counts time series are correlated, we can achieve higher accuracy in imputing fine-grained queue length if we use all three coarse-grained signals compared to using only maximum queue length.

This situation is typical in networking, where various monitored time series often display correlations. For example, in data centers, traffic rates for servers within the same Top-of-Rack (ToR) are correlated because they share an uplink (thus, these servers cannot be concurrently sending data at full capacity in oversubscribed networks). Similarly, end-host traffic volume correlates with congestion window size and Round Trip Time (RTT), which denote current network conditions.

Leveraging these correlations is a great opportunity for solving the imputation problem, but they are not trivial to capture. Recent advancements in generative models [12, 13, 31, 39, 52] offer a promising solution. Transformers, as sequence-to-sequence models, excel at learning correlations across lengthy sequences efficiently via the attention mechanism [46]. Their capacity to generalize effectively and capture diverse contexts allows them to grasp shared

---

\(^1\) Data for this example is from an ns-3 simulation which we describe in §6.2.
Figure 4: Two distinct fine-grained queue length time series result in almost identical coarse-grained signals. A transformer model trained with MSE, having seen both (and more), would generate an average (green line), obfuscating the burst.

(a) Two fine-grained (per 1ms) queue lengths time series with the imputation result of a plain transformer model.

<table>
<thead>
<tr>
<th>Queue 3</th>
<th>Max Qlen</th>
<th>Packet Drop</th>
<th>Packet Sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80</td>
<td>0.06</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Queue 4</td>
<td>0.92</td>
<td>0.086</td>
<td>0.64</td>
</tr>
</tbody>
</table>

(b) Coarse-grained measurements (per 50ms) related to the two queues.

Figure 5: Ground truth fine-grained queue length at 1ms (blue) and imputed fine-grained queue length from a plain transformer at 1ms (orange). A plain transformer catches trends but outputs results inconsistent with maximum and periodic samples.

Challenge 2: Ambiguity might remain even when combining multiple coarse-grained time series. While some scenarios can be recovered correctly by leveraging multiple correlated coarse-grained time series, that is not always the case. Indeed, as we decrease the granularity of the coarse data (increase the zoom-in factor), there will be more clusters of pairs \((T_r, T_s)\) with identical coarse-grained series \((T_r)\) but distinct fine-grained counterparts \((T_s)\). Fig. 4a illustrates such a case with two queues experiencing a burst at different times, hence having very different fine-grained queue length time series. Unlike the previous case (Fig. 3a), though, all coarse-grained time series \(T_s\), namely the maximum queue length, the packet drop counts, and the sent packet count, are almost identical, as we observe in Table 4b. Such cases, which we call coarse-grained collisions, are detrimental to both training and inference. First, a model trained on a dataset with multiple coarse-grained collisions would take longer to converge and might be unstable. At a high level, this is the same problem as having a sample with multiple labels \([50, 51]\). Second, the output of an ML model in coarse-grained collisions might be useless. To illustrate this problem, we train a transformer with simple MSE loss and observe its behavior in imputing queue 3. The transformer ends up producing the average of all scenarios with the same coarse-grained input, as we illustrate in Fig. 4a in green, which would be completely useless (as it hides the burst itself).

Insight: A plausible (rather than perfect) imputation output is a more attainable and still useful goal (§4.4). We observe that oftentimes in coarse-grained collisions \(i.e.,\) when all correlated coarse-grained time series are similar, the corresponding ground-truth fine-grained time series (albeit seemingly different) correspond to functionally equivalent scenarios. In our example in Fig. 4a, for instance, there is a burst of similar duration and rate that is shifted in time. In such an instance, a system generating any of these versions would generally meet the expectations of the network operator interested in burst detection. On the contrary, an average of multiple instances (as we illustrate in Fig. 4a) would not be acceptable. Even if the colliding instances do not represent functionally equivalent scenarios, outputting the correct fine-grained version of one of them is more useful than outputting an average of all colliding instances. Ultimately, our primary goal was to automate the thought process of a highly skilled operator, who would typically attempt to align the coarse-grained data with any instance they have seen before and matches. Nonetheless, grouping colliding scenarios can be complex.

Challenge 3: ML does not provide guarantees. The most significant downside of any ML in the context of telemetry imputation is that the output lacks correctness guarantees. For example, in Fig. 5, we observe that the imputed time series (orange line) of a queue’s length (blue line) generated by a transformer with MSE loss (plain transformer) is not consistent with the measurements: the transformer did not impute a queue length that is as high as the (known) max queue length (red dashed line) of the interval, and the output at 10ms is not consistent with the corresponding periodic sample, although they are part of the transformer’s input. It may seem surprising that the plain model does not "realize" the connection between the provided max/periodic queue lengths and the ground-truth (fine-grained) queue lengths. However, this issue arises due to the inherent challenge of predicting large values when the input data is predominately skewed towards smaller values. To make matters worse, the output of the plain model also violates switch-specific constraints. For example, the total number of packets that would need to have been dequeued for the imputed queue to be formed exceeded the SNMP count.

Insight: Incorporate knowledge and enforce consistency with measurements (§4.2, §4.3). Instead of solely relying on data to train our model, we leverage knowledge. Concretely, we observe that there are often correlations across monitored time series that can be formalized. For instance, given a queue length time series, we can calculate the number of packets dequeued, which should not exceed the number of packets sent out. Further, we know that the system’s output should be consistent \(i.e.,\) produce the coarse-grained time
Figure 6: During training, a transformer model takes refined training dataset and trains with Knowledge Augmented Loss function. During inference, the model takes in coarse-grained time series \( T_r \) and outputs \( \hat{T}_m \) which is then corrected by Constraints Enforcement Module. The result \( \hat{T}_r \) is used for downstream tasks.

The operational knowledge captures the correlations between different signals. For instance, the count of enqueued packets should not exceed the count of sent packets. These relationships are expressed as inequality constraints \( \Psi(\hat{T}_r, T_s) \).

\[
\Psi(\hat{T}_r, T_s) \leq 0 \quad (C_{ineq})
\]

There are cases where correlations include comparison and logical operators (e.g., \( \leq, \lor \)). To integrate such constraints into our system, we transform the operators into expressions that output True or False. For example, to test if the constraint \( a < b \) is satisfied, we formulate it as \( step(a - b) \) with a step function.

Identifying and formulating measurement constraints is straightforward, as operators are typically familiar with their monitoring functions/tools. Formulating operational constraints might require more domain knowledge, but identifying them can be automated by running pure correlation tests e.g., Pearson’s Correlation Coefficient among the available signals.

Zoom2Net does not necessitate time series to be perfectly aligned. Indeed, as the transformer learns directly from data it can catch correlations from time series that are not perfectly synchronized (e.g., due to unsynchronized clocks or because of different granularity intervals). If there is an unknown time shift, it is (in theory) possible that the operational constraints are violated in the ground truth (thus, it is better not to be used). Yet, in practice, we don’t see this because operational constraints are typically loose. Measurement constraints are not affected.

4.2 Knowledge Augmented Loss (KAL)

We designed our loss function to enable the model to learn data correlations and distributions, while also guiding it to satisfy the constraints derived from our knowledge.

4.2.1 Loss metrics. Loss functions that minimize point-wise distance, such as MSE, are designed to make the output closely resemble the ground truth, allowing the model to learn data correlations and patterns. However, we noted that MSE encourages the model to find averages among plausible solutions. This becomes particularly problematic when the data is predominately skewed towards smaller values, resulting in overly smooth outputs that struggle to capture bursts [36]. To address the challenge of preserving correlations while overcoming the tendency towards averaged behaviors, we introduce Earth Mover’s Distance (EMD) as another term in the loss function.

EMD measures the minimum cost required to transport the mass of one distribution to match another. By incorporating EMD, we aim to encourage the model output not only to closely match target values but also to mirror the structure and uncertainty inherent in the target distribution. By minimizing both MSE and EMD, our loss function guides the model to adapt to the data’s characteristics. This combined loss function is expressed as:

\[
L_{\text{combine}} = \text{MSE}(\hat{T}_m, T_r) + \lambda \cdot \text{EMD}(\hat{T}_m, T_r)
\]

where \( \hat{T}_m \) is model output and \( T_r \) is target value, \( \lambda \) is a hyperparameter to balance the two loss terms.

4.2.2 Knowledge constraints satisfaction. Given the equality and inequality constraints defined in §4.1, the challenge is how to inform the transformer of the knowledge we have. To address this limitation, our goal is to solve for a set of transformer parameters...
minimizing the loss $L_{\text{combine}}$ over the training dataset while also satisfying all the knowledge-based constraints. That is, we aim to solve the optimization problem:

$$
\begin{align*}
\min_{L} L_{\text{combine}} \, \text{s.t.} \, \Phi_k(\hat{r}^m_{r_i}, T_s) &= 0, \quad k \in \{1, \ldots, K\} \\
\Psi_h(\hat{r}^m_{r_i}, T_s) &\leq 0, \quad h \in \{1, \ldots, H\}
\end{align*}
$$

where $K$ and $H$ are the number of equality and inequality constraints, respectively. To enable the model to learn and adhere to the specified constraints, we adopt the augmented Lagrangian method, inspired by [19]. This method involves introducing penalty terms into the objective function to account for constraint violations. To do so, we further convert the constraints to differentiable terms. For instance, we leverage hyperbolic functions to represent a smoothed step function.

For each constraint in (1), we define a separate Lagrange variable. We define a variable $\lambda_{k,i}$ for each equality constraint $\Phi_k$ evaluated at each training data $(T_{r_i}, T_s)$, and similarly $\lambda_{h,i}^{\text{ineq}}$ at each point $(\hat{r}_{r_i}, T_s)$ for all the inequality constraints $\Psi_h$. The augmented Lagrangian loss function is then given by:

$$
L_{\text{aug}} = L_{\text{combine}}(\hat{r}_{r_i}^m, T_s) + \sum_{i \in N} \sum_{k \in K} \lambda_{k,i} \Phi_k(\hat{r}_{r_i}^m, T_s) + \sum_{i \in N} \sum_{h \in H} \lambda_{h,i}^{\text{ineq}} \Psi_h(\hat{r}_{r_i}^m, T_s)
$$

where $N$ is the training dataset size and $\mu$ is penalty coefficient. We initialize $\mu$ to be $1e-3$ and $\lambda$ to be 0. During each iteration of training, we minimize $L_{\text{aug}}$ via gradient descent while keeping the values of $\mu$ and $\lambda$ fixed. After the transformer model has converged, we update $\mu$ and $\lambda$ according to the update rules:

$$
\begin{align*}
\mu &\leftarrow \mu \ast \mu_{\text{mult}} \\
\lambda_{k,i}^{\text{eq}} &\leftarrow \lambda_{k,i}^{\text{eq}} + 2 \ast \Phi_k(\hat{T}_{r_i}, T_s) \\
\lambda_{h,i}^{\text{ineq}} &\leftarrow (\lambda_{h,i}^{\text{ineq}} + 2 \ast \Psi_h(\hat{T}_{r_i}, T_s))_+
\end{align*}
$$

where $\mu_{\text{mult}}$ is a hyperparameter of value 1.5. Then, we start another round of training on the transformer model with the updated Lagrange variables. This process is repeated until the constraint violations reach a saturation point and stop decreasing. In each iteration, the Lagrange multipliers $\lambda$ are updated by incrementing them based on the violations of the corresponding output data multiplied by $\mu$. The importance of a violation in the loss function increases as the violation magnitude becomes higher, requiring more effective minimization. Training with these penalty terms enables the model to learn the consistency between the input and output, enforced by the constraints.

$\mu_{\text{mult}}$ is a hyperparameter of value 1.5. Then, we start another round of training on the transformer model with the updated Lagrange variables. This process is repeated until the constraint violations reach a saturation point and stop decreasing. In each iteration, the Lagrange multipliers $\lambda$ are updated by incrementing them based on the violations of the corresponding output data multiplied by $\mu$. The importance of a violation in the loss function increases as the violation magnitude becomes higher, requiring more effective minimization. Training with these penalty terms enables the model to learn the consistency between the input and output, enforced by the constraints.

4.3 Constraint Enforcement Module (CEM)

While the incorporation of constraints in the loss function improves the imputation accuracy, it still provides no guarantee that the constraints will be satisfied. Thus, we introduce the Constraint Enforcement Module (CEM) which aims at correcting the output of the transformer (i.e., forces it to satisfy the specified constraints) while changing it as little as possible. CEM uses the Integer Linear Programming (ILP) solver Gurobi [2] to correct the output of the ML model according to the constraints ($C_{\text{equal}}, C_{\text{inequal}}$). We use variables $\hat{T}_{r_i}[t]$ to denote the corrected output at each time step. To ensure that the corrected time series remains close to the ML model’s output, we use the following objective that minimizes the total difference between the corrected and original values, ignoring the time steps in which the data is sampled.

$$
\min_{\hat{T}_{r_i}[t]} \sum_{t=0}^{T-1} \left| \hat{T}_{r_i}[t] - \hat{T}_{r_i}^m[t] \right|
$$

4.4 Target refinement

As we discussed in §3.2, certain scenarios involve the same coarse-grained input $T_r$ occurring multiple times in the training dataset, each time associated with a distinct fine-grained target. This one-to-multiple mapping poses challenges for the training convergence of the transformer and risks the usefulness of the result. To address this challenge, we designed a target refinement module shown in Fig. 7. The module acts solely on training data and is composed of a collision test and a refinement mechanism. We first discuss how to refine the distinct targets for the same coarse-grained input, and then delve into how to identify the training data that needs to be refined automatically.

First, we observe that although the distinct target values associated with the same input exhibit variations in values, they share the same trends and patterns. If presented with only a single target, the transformer model should learn these shared patterns effectively. Therefore, we aim to provide the model with the same set of plausible targets for the same input in the training set. We use a set of targets instead of one because all target values are valid and equally plausible. To achieve this, we consolidate the different targets associated with the same input $T_r$ into a class $T_{r,i}^{\text{class}}$. We define the loss $L_{\text{class}}$ to be the minimum difference between the transformer output $T_{r,i}^m$ and each target in the class.

$$
L_{\text{class}}(\hat{T}_{r,i}^m, T_{r,i}) = \min_{\forall T_r \in T_{r,i}^{\text{class}}} L_{\text{combine}}(\hat{T}_{r,i}^m, T_r)
$$
This encourages the transformer to match its output to the closest target and backpropagate the difference. Even when the same input occurs multiple times, the transformer matches the same target and effectively learns the patterns.

A significant challenge within this approach is defining what constitutes a class that encapsulates data with same inputs but different outputs. Inputs are rarely numerically identical, and determining the proximity of inputs that should result in the same output is challenging due to the complexity of transformer models with thousands of parameters. To address this challenge, we train a basic transformer using the raw training dataset and \( L_{\text{combine}} \) as the loss function. After training the basic transformer, instances with close imputed outputs indicate that the transformer cannot distinguish the difference in their inputs, implying that the inputs are close enough. Consequently, we identify inputs in the training dataset as part of the same class if: (i) their basic transformer outputs are close; and (ii) their fine-grained targets are far apart.

## 5 Implementation

We implement Zoom2Net using Python 3.8 and Pytorch 2.0. We train the transformer model on an Nvidia Tesla T4-16GB GPU. The model architecture includes a one-layer transformer encoder followed by a linear layer. We choose not to include a decoder in the architecture because the output is conditioned on the rest of the data in the time series, eliminating the need for a masking mechanism. In contrast, GPT (Generative Pre-trained Transformer) models, for example, require a decoder because each token is conditioned on the previous tokens. We utilize 4 parallel heads to attend to time series from different representation subspaces simultaneously. The loss function is optimized using the Adam optimizer. The learning rate starts from \( 1 \times 10^{-4} \) and decays by a factor of 0.1 after the model stops improving for 10 epochs. In our testbed, training each use case averages 20 minutes facilitated by the transformer’s parallel processing capabilities.

For each dataset used for training and testing, we use the original data as fine-grained ground truth and downsample it to coarse-grained input. The downsampling methods and zoom-in factors depend on the specific real-world use case. The features include correlated telemetry collected together. When the downsampling frequency is periodic, we exclude timestamps from features. In cases where measurements are not periodic, we replace real timestamps with relative timestamps to help transformers capture temporal correlations. We define the length of fine-grained output as window size, and the length of coarse-grained input as \( \frac{\text{window size}}{\text{zoom-in factor}} \). The window size varies across different use cases based on temporal correlations. We normalize the dataset using the min-max method, training our model on 80% of the samples and evaluating it on the remaining 20%.

When running the ILP solver Gurobi, we parallelize coarse-grained intervals across different processes on multiple cores to accelerate the solving process. For example, solving a 1000ms time window with a zoom-in factor of 50 initiates 20 processes. This parallelization is possible because the constraints are defined independently for each interval.

## 6 Evaluation

We evaluate Zoom2Net across different case studies, using synthetic and real-world data, and we compare it with state-of-the-art approaches. Our evaluation aims to answer the following key questions on both imputation accuracy and downstream task accuracy:

- (Q1) How does Zoom2Net perform compared to directly using coarse-grained data?
- (Q2) How does Zoom2Net perform against statistical baselines and state-of-the-art time-series imputation models?
- (Q3) How does the performance of Zoom2Net change when we increase the zoom-in factor?

We find that Zoom2Net performs up to 5 times better in downstream tasks compared to using coarse-grained data directly. Zoom2Net outperforms baselines in imputation accuracy by 33-53%, with a similar MSE achieved. It improves downstream tasks by an average of 38% compared to baselines. Zoom2Net’s performance in imputation accuracy and downstream tasks degrades by an average of 0.4% and 7% with increasing the zoom-in factor by 50.

### 6.1 Methodology

We compare Zoom2Net against statistical and ML methods.

**Pure coarse-grained data:** To evaluate the scenario in which the coarse-grained data is used directly, we still need to convert the time series to the appropriate size first. Hence, we use a statistical method, namely IterativeImputer [40], that retains the periodic samples and models missing values as linear functions of other features iteratively. To incorporate measurements such as the maximum value, we place them at the midpoint of each interval.

**K-nearest neighbors (KNN):** KNN is a straightforward yet effective technique that has been used for image super-resolution tasks. For a given coarse-grained data, KNN identifies the nearest K training data inputs and calculates the average of the K labels as the output. The choice of K is determined through experimentation to yield optimal performance.

**Plain transformer:** This is a transformer model trained using MSE (without our improvements e.g., the knowledge incorporation, or the refinement step).

**Brits [14]:** Brits employs bidirectional recurrent neural networks for imputing missing values in time series data. To adapt Brits to our settings, we incorporate sampled values such as sum and max by placing them at the end of the time interval and use Brits to impute values between periodic samples.

**Metrics.** We evaluate Zoom2Net and our baselines by their imputation accuracy and their performance in downstream tasks. To quantify imputation accuracy, we calculate autocorrelation, distance, and distribution differences between imputed time series and the ground truth. Next, we evaluate the quality of imputation by comparing the performance of downstream tasks using the imputed results as input against using the ground truth. For each of the metrics, we report average relative error \( \frac{|t - t_{\text{real}}|}{t_{\text{real}}} \) over the testing dataset, where \( t_{\text{real}} \) is the ground truth of a metric and \( t \) is the measured value. Because the errors have very different scales over different
methods, we normalize the relative errors of each metric to \([0.1, 0.9]\) for better visualization.

**Case studies and goals.** We consider three case studies to show Zoom2Net capabilities. For each of these, we first explain an example scenario in which operators have certain downstream tasks in mind. Next, we explain how we use an existing or synthetic dataset to evaluate Zoom2Net in this scenario. While the dataset we use contains fine-grained time series, we treat this as ground truth; thus, we assume it is not available to the operator to use directly. This is realistic as it is effectively equivalent to collecting very fine-grained data for a very short period of time to train on. The downstream tests run on input that is calculated by Zoom2Net (or by other baselines). The input of Zoom2Net (and of the other baselines) is the coarse-grained version of each time series in the dataset.

### 6.2 Case study 1: ToR burstiness in a Cloud

Consider an operator of a large data center who has to run a set of downstream tasks, e.g., deciding how much on-chip buffer to provision to network switches, or detecting adversarial traffic patterns. To inform these tasks, the operator needs to learn about burst properties in queue lengths, specifically burst position, height, frequency, inter-arrival distance, duration, and volume. Accurate analysis requires fine-grained switch queue length measurements at the millisecond level. Alternatively, they can use link utilization measurements as a proxy for queue length collected at data center RTT granularity, i.e., 1ms, as demonstrated by researchers at Meta [25]. We test both cases using a synthetic dataset and a dataset released by Meta.

**Synthetic Dataset.** We generate a dataset using ns-3 simulator [4], simulating a leaf-spine topology as described in [3, 6]. The switches in the simulation adhere to the features of Broadcom TridentII [5] and are configured with Dynamic Thresholds [17] as buffer management scheme. The generated traffic follows web search and in- cast traffic patterns, incorporating various settings for traffic load, burst size, burst frequency, and congestion control algorithms (e.g., DCTCP and Cubic). During simulation, we collect fine-grained time series (ground truth), including queue lengths, per-port packet, and are configured with Dynamic Thresholds [17] as buffer management scheme. The generated traffic follows web search and in-cast traffic patterns, incorporating various settings for traffic load, burst size, burst frequency, and congestion control algorithms (e.g., DCTCP and Cubic). During simulation, we collect fine-grained time series (ground truth), including queue lengths, per-port packet, and drop counts every 1 ms. We generate coarse-grained time series by sampling the fine-grained ones at 50ms granularity, mimicking the following monitoring tools: i.e., (i) LANZ [1], which provides the per-queue maximum length within each interval, (ii) SNMP [22], which provides per-port counts of packets sent and dropped every interval; and (iii) periodic sampling. Our training dataset contains 8,000 data points. **Imputation goal:** Zoom2Net takes maximum, periodic sampled queue length, packets dropped, and packets sent count at 50ms granularity and produces 1ms fine-grained link utilization. We identify bursts and their characteristics using the method described in the data source [25].

**Synthetic data constraints.** We use three constraints on imputed queue lengths \(\hat{T}_r\) for every coarse time interval \(T\) (50ms).

Measurement constraints are simple inversions of the known functions used for coarsening (i.e., the monitoring tools). Concretely, we require that the maximum value of the imputed queue length time series at every interval equals the value that LANZ reported \(m_{max}\), and the instantaneous queue length \(m_{len}\) at the \(t^{th}\) ms.

\[
\max_{0 \leq t < T} \hat{T}_r[t] = m_{max} \quad (C1)
\]

\[
\forall t \in T_{samples} \cdot \hat{T}_r[t] = m_{len} \quad (C2)
\]

Operational constraints express the connection between switch operation and the counts of packets sent from SNMP measurements. If a queue is nonempty for \(NE\) ms, then at least \(NE\) packets have been dequeued, as schedulers are work-conserving. An empty queue can send a packet if one arrives; hence \(NE\) is a lower bound on packets sent count \((m_{out})\).

\[
NE \leq m_{out} \quad (C3)
\]

where \(NE = \sum_{t=0}^{T-1} \text{ite}(\hat{T}_r[t] > 0, 1, 0)\)

**Meta data constraints.** We formulate four constraints for imputed link utilization \(\hat{T}_r\) for every coarse time interval \(T\) (i.e., 50ms). Measurement constraints come from the measurement of aggregated traffic rates \(m_{sum}\).

\[
\sum_{t=0}^{T-1} \hat{T}_r[t] = m_{sum} \quad (C4)
\]

Operational constraints for imputed link utilization data articulate its relationships with congestion and retransmission. The imputed link utilization should be at least the number of bytes in both congestion \((congestion\_sum)\) and retransmitted \((retransmit\_sum)\) scenarios. In the presence of congestion during a 50ms interval, there should be at least one burst observed in the imputed link utilization.

\[
\sum_{t=0}^{T-1} \hat{T}_r[t] \geq retransmit\_sum \quad (C5)
\]

\[
\sum_{t=0}^{T-1} \hat{T}_r[t] \geq congestion\_sum \quad (C6)
\]

\[
congestion\_sum > 0 \rightarrow \max_{0 \leq t < T} \hat{T}_r[t] \geq \frac{1}{2} \text{bandwidth} \quad (C7)
\]

Zoom2Net captures the structural pattern of the fine-grained time series better than baselines, although it results in higher MSE (Q2). Fig. 8a and Fig. 8b summarize the metrics for Zoom2Net accuracy on both datasets. Zoom2Net outperforms baselines in EMD, autocorrelation, and the 99th percentile by 33–53% in the synthetic dataset. Unsurprisingly, the plain transformer, which is trained with MSE, has the lowest error in MSE, as it generates overly smooth and, hence, low values for queue lengths. On the contrary, the incorporation of EMD in the loss function prompts Zoom2Net to de-emphasize minor shifts in burst positions, which hurts MSE but
encourages more accurate imputation of the burst shape. For Meta
data, the three metric accuracies (EMD, autocorrelation, and the
99th percentile) of Zoom2Net imputed link utilization is better than
baselines by a margin of 33%.

Zoom2Net effectively recovers bursts, outperforming other base-
lines in all downstream tasks (Q2). As shown in Fig. 9a, Zoom2Net
achieves a significant improvement in burst properties ranging from
10% to 88% over all baselines in all tasks for synthetic data. Notably,
Zoom2Net attains an average error of only 4% for burst position,
even though Zoom2Net loss (including EMD) treats slightly shifted
bursts as equivalent, demonstrating its effectiveness in capturing
network dynamism. Across burst analysis for the real-world data in
Fig. 9b, Zoom2Net exhibits an average performance superiority of
30%. There are cases where certain baselines perform comparably
with Zoom2Net, such as plain transformer and Brits. This can be
attributed to the characteristics of the dataset. The data is skewed to-
wards smaller values with the infrequent occurrence of bursts lasting
1-2ms, leading to low errors in the 99th percentile, autocorrelation,
burst height and frequency.

Zoom2Net enhances performance compared to directly using
course-grained data (Q1). Zoom2Net achieves up to 5 times better
performance in downstream tasks compared to using coarse-grained
data directly. This highlights the critical role of Zoom2Net in learn-
ing from data to improve downstream tasks.

Zoom2Net leverages correlations learned in different settings.
The synthetic testing dataset includes combinations of traffic patterns
and congestion control algorithm settings that were not present
in the training set. Remarkably, Zoom2Net performs even better
on these unseen settings by an average of 30% compared to the
scenarios in the training set. This underscores Zoom2Net’s capacity
to apply learned correlations effectively to diverse, previously unseen
scenarios.

6.3 Case study 2: CDN PoP selection
Consider a Content Delivery Network (CDN) operator managing
multiple Point-of-Presence (PoP) and serving different webpages
to users. When determining the optimal PoP for serving diverse
webpages to diverse users, the operator needs to estimate the time it
takes for different amounts of data (corresponding to each webpage)
to reach users from each PoP. Observe that because of congestion
control and the heterogeneity of networks, predicting time to transfer
is not trivial, i.e., it is not a linear connection. The operator can
calculate the time required to send varying amounts of webpage
data from each PoP to each user around the globe by observing the
sending rate of the user-PoP pair over time. In practice, the operator
cannot send varying amounts of data to users and record the time of
reach. Instead, they have access to user-initiated network speed tests
using Network Diagnostic Tools (NDT) at a coarser granularity.

MLab Datasets. For this demonstration, we leverage data from the
M-Lab project’s NDT measurements [26]. The NDT measurements
capture TCPInfo and BBRInfo statistics from each snapshot of a
data transfer that spans 250ms on average. These statistics include
achieved throughput, minimum RTT, bytes sent, retransmitted, and
more. M-Lab also provides packet traces recorded during NDT
measurements. These traces provide transmission rates, forming
the fine-grained time series at 10ms granularity. Our training set
contains 5000 data points.

Imputation goal: Zoom2Net leverages coarse-grained NDT measurements recorded at
250ms intervals to impute fine-grained sending rates at a 10ms granularity. We profile
the number of bytes loaded by 10 Top Alexa websites, excluding
failed ones. We calculate the cumulative distribution of sending rates
to estimate the time required to load the websites.

Constraints. We formulate two measurement constraints related to
the maximum sending rate and aggregated sending traffic volume,
expressed similarly as (C1) and (C4).
We observe that Zoom2Net’s accuracy improves with an increasing number of bytes retransmitted, similar to (C5). Furthermore, when the NDT measurement period \(\text{elapsed}_{\text{time}}\) is shorter than the RTT, the sending traffic should not exceed the product of the Maximum Segment Size (MSS) and congestion window size \((\text{SndCwnd})\). If the measurement period is shorter than the time spent waiting for the receiver window \((\text{RwndLimited})\), indicating the sender waiting and pauses sending, the traffic rate should remain at 0.

\[
\text{elapsed}_{\text{time}} \leq \text{RTT} \Rightarrow \sum_{t=0}^{T-1} \hat{t}_r[t] \leq \text{MSS} \times \text{SndCwnd} \quad (C8)
\]

\[
\text{elapsed}_{\text{time}} \leq \text{RwndLimited} \Rightarrow \sum_{t=0}^{T-1} \hat{t}_r[t] = 0 \quad (C9)
\]

Zoom2Net’s fine-grained output provides an accurate estimate of page loading time to users around the globe (Q1, Q2). Fig. 9c illustrates the average error in page loading time estimation for 10 top Alexa websites, sorted by the number of bytes they load. The amount of data transmitted by these websites ranges from 300KB to 10MB. Zoom2Net shows an average improvement of 43% in accuracy in loading time estimation compared to other baselines. We observe that Zoom2Net’s accuracy improves with an increasing number of bytes loaded. This is due to the normalization of smaller values to even smaller scales, where Zoom2Net is less effective at capturing minor variations. In Fig. 8c, Zoom2Net shows better performance by 44% on average across statistics metrics.

### 6.4 Case study 3: Encrypted traffic classification

Consider a network practitioner tasked with detecting encrypted VPN traffic based on flow-based time-related features, such as flow duration, maximum, minimum forward/backward inter-arrival time, and packet size [21]. The practitioner had access to a packet trace, which they used to extract these features and train their model. Then they discarded the trace due to its impractically large size for storage and privacy concerns. Some months later, the practitioner discovers new features useful for classification, but they cannot retrain because the original traces are no longer available for additional feature extraction. Zoom2Net offers a solution in this scenario. When the practitioner initially extracts features from the trace, they can use these features as coarse-grained input for Zoom2Net to impute the packet trace, aiming to recover details such as the arrival time and length of each packet. The practitioner can then keep the Zoom2Net model and discard the trace. Later, they can extract new features from the imputed trace and use them to retrain the classifier.

Zoom2Net improves accuracy and stability of VPN traffic classification by recovering features from imputed traces.

For operational constraints, the first one ensures that traffic volume is at least the number of bytes retransmitted, similar to (C5). Furthermore, when the NDT measurement period \(\text{elapsed}_{\text{time}}\) is shorter than the RTT, the sending traffic should not exceed the product of the Maximum Segment Size (MSS) and congestion window size \((\text{SndCwnd})\). If the measurement period is shorter than the time spent waiting for the receiver window \((\text{RwndLimited})\), indicating the sender waiting and pauses sending, the traffic rate should remain at 0.

\[
\text{elapsed}_{\text{time}} \leq \text{RTT} \Rightarrow \sum_{t=0}^{T-1} \hat{t}_r[t] \leq \text{MSS} \times \text{SndCwnd} \quad (C8)
\]

\[
\text{elapsed}_{\text{time}} \leq \text{RwndLimited} \Rightarrow \sum_{t=0}^{T-1} \hat{t}_r[t] = 0 \quad (C9)
\]

Zoom2Net’s fine-grained output provides an accurate estimate of page loading time to users around the globe (Q1, Q2). Fig. 9c illustrates the average error in page loading time estimation for 10 top Alexa websites, sorted by the number of bytes they load. The amount of data transmitted by these websites ranges from 300KB to 10MB. Zoom2Net shows an average improvement of 43% in accuracy in loading time estimation compared to other baselines. We observe that Zoom2Net’s accuracy improves with an increasing number of bytes loaded. This is due to the normalization of smaller values to even smaller scales, where Zoom2Net is less effective at capturing minor variations. In Fig. 8c, Zoom2Net shows better performance by 44% on average across statistics metrics.

Figure 10: Zoom2Net improves accuracy and stability of VPN traffic classification by recovering features from imputed traces.

For operational constraints, the first one ensures that traffic volume is at least the number of bytes retransmitted, similar to (C5). Furthermore, when the NDT measurement period \(\text{elapsed}_{\text{time}}\) is shorter than the RTT, the sending traffic should not exceed the product of the Maximum Segment Size (MSS) and congestion window size \((\text{SndCwnd})\). If the measurement period is shorter than the time spent waiting for the receiver window \((\text{RwndLimited})\), indicating the sender waiting and pauses sending, the traffic rate should remain at 0.

\[
\text{elapsed}_{\text{time}} \leq \text{RTT} \Rightarrow \sum_{t=0}^{T-1} \hat{t}_r[t] \leq \text{MSS} \times \text{SndCwnd} \quad (C8)
\]

\[
\text{elapsed}_{\text{time}} \leq \text{RwndLimited} \Rightarrow \sum_{t=0}^{T-1} \hat{t}_r[t] = 0 \quad (C9)
\]

Zoom2Net’s fine-grained output provides an accurate estimate of page loading time to users around the globe (Q1, Q2). Fig. 9c illustrates the average error in page loading time estimation for 10 top Alexa websites, sorted by the number of bytes they load. The amount of data transmitted by these websites ranges from 300KB to 10MB. Zoom2Net shows an average improvement of 43% in accuracy in loading time estimation compared to other baselines. We observe that Zoom2Net’s accuracy improves with an increasing number of bytes loaded. This is due to the normalization of smaller values to even smaller scales, where Zoom2Net is less effective at capturing minor variations. In Fig. 8c, Zoom2Net shows better performance by 44% on average across statistics metrics.

### 6.5 Zoom-in factor analysis

In this section, we evaluate the performance of Zoom2Net under different zoom-in factors, defined as the ratio of coarse granularity

Figure 11: Zoom2Net does not exhibit substantial performance degradation under different zoom-in factors.
and fine granularity. Using the Meta dataset from §6.2, we evaluate three zoom-in factors: 25, 50, and 100. We calculate their relative error compared to the ground truth and normalize the error using the same normalization factor as in §6.2 to facilitate comparisons with other baseline methods. When we increase the zoom-in factor from 50 to 100, Fig. 11 shows that imputation accuracy increases by 0.4% and downstream tasks accuracy increases by 7%. Remarkably, the imputation accuracy with a factor of 100 outperforms baselines with a factor of 50 by an average of 32%. The overall performance remains superior to baselines by 23% on average. These results underscore Zoom2Net’s capability to effectively impute super coarse-grained data to fine-grained measurements.

7 Discussion
In this section, we discuss practical considerations regarding Zoom2Net. First, we report the running time of Zoom2Net, which is critical to determine its suitability for real-time applications, even though real-time operation is not within the scope of the paper. We have found that the CEM (Consistency Enforcement Module) dominates the running time. Next, we present a technique to quantify and reveal the model’s confidence, a feature that can be very useful for operators.

Timing analysis The running time of Zoom2Net is dominated by the CEM. Indeed, running the transformer inference alone takes less than 1ms, while the entire system takes less than 0.55s in all use cases we evaluate. CEM’s running time varies significantly across different use cases as it depends on the corresponding constraints. For example, case-1 synthetic (§6.4) takes 0.15s less compared to case-1 Meta (§6.2) with the same zoom-in factor and window size.

Time-window size and zoom-in factor also affect the running time, although not as much as CEM. We observe that the overall system running time increases with larger window sizes and smaller zoom-in factors, due to a higher number of intervals that need correction. We run the case study in §6.2 with Meta’s data using different combinations of Window Size and zoom-in factor. Table 1 summarizes the running time of Zoom2Net in seconds with and without CEM and with different combinations of window sizes and smaller zoom-in factors.

Table 1: Zoom2Net running time in seconds in case study §6.2

<table>
<thead>
<tr>
<th>Window Size (second)</th>
<th>Zoom-in Factor</th>
<th>Transformer +CEM Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>50</td>
<td>0.00054</td>
</tr>
<tr>
<td>0.5</td>
<td>50</td>
<td>0.00056</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>0.00094</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>0.00070</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>0.00052</td>
</tr>
</tbody>
</table>

In deploying Zoom2Net, it is crucial for operators to gauge the model’s confidence in its predictions to determine its reliability. A lower confidence level might suggest the need for human analysis rather than solely relying on the automated output. To facilitate this, we incorporate Monte Carlo dropout as a method for estimating uncertainty, as described in [23]. Originally used during training to prevent overfitting, dropout also serves as an approximation to a probabilistic deep Gaussian process when applied during inference. By enabling dropout during inference and executing multiple stochastic forward passes through the model, we can assess variability in the predictions. A high variance among these forward passes indicates a higher uncertainty. For each input, we conduct 100 forward passes and use the standard deviation of these outputs as the uncertainty score. One typical source of uncertainty is the inherent noise in the training data [30]. In our case, coarse-grained time series collisions (§3.2) can lead to model uncertainty. In Fig 12, we show the effect of using the refined training dataset on the uncertainty of the model described in case study §6.2. The refinement module in §4.4 allows the model to learn essential correlations and improve the certainty of its output.

Generalization Beyond the three use cases discussed in Section 6, we anticipate that our approach can be applied to a wide variety of real-world scenarios. Specifically, Zoom2Net is likely to be effective across any set of correlated network time series, provided there is access to a small, fine-grained dataset for these series and the specific functions of the coarsening operators (i.e., the monitoring tools) are known. The performance of Zoom2Net can be significantly enhanced by mathematically articulating some of the correlations among the time series. Training Zoom2Net periodically would be beneficial to mitigate the effects of distribution shifts [29].

8 Conclusion
This paper presents a new paradigm for network telemetry. Instead of improving hardware or collection algorithms, we advocate for post-collection software telemetry imputation. We present Zoom2Net, an ML-based system that analyzes multiple correlated coarse-grained time series to impute their fine-grained counterparts. What sets Zoom2Net apart is its incorporation of domain knowledge through operational and measurement constraints. We explored several use cases for Zoom2Net using synthetic and public datasets and demonstrated Zoom2Net’s capability to accurately impute diverse types of telemetry data. The results highlight the effectiveness of Zoom2Net in facilitating reliable downstream tasks.

Acknowledgements
We thank our shepherd Prof. Athina Markopoulou and the anonymous SIGCOMM reviewers for their constructive feedback and suggestions. This work was supported by the National Science Foundation (NSF) through Grants CNS-2319442 and CNS-2312539, a Google Research Scholar Award, and a Princeton Innovation Fund Award.


